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Abstract—We investigate the statistics of the in-home power line communications channel in the broadband frequency range up to 300 MHz. The analysis is based on the results of an experimental measurement campaign in Italy during which we acquired more than 1300 channels.

Firstly, we focus on the channel frequency response. We study the statistics of the amplitude (in dB). In particular, we infer the normal distribution of the quantity. Furthermore, we examine the statistics of the phase. Then, we study the line impedance. We investigate the statistics of the resistive and reactive component of the line impedance and their relation. Finally, we perform the joint analysis of the line impedance components and the amplitude of the channel frequency response.

I. INTRODUCTION

Broadband powerline communication (PLC) exploits the existent power delivery network to deliver high-speed data content and it ensures data rates of up to 200 Mbps at the PHY layer. Recent standardization advances enabled communications beyond 1 Gbps [1]. The performance improvement is the result of optimized MAC mechanisms, multiple-input multiple-output transmission techniques, and the extension of the signalling frequency range.

The idea of using an extended frequency band in PLC is not new. In [2], the use of an impulsive ultra wideband modulation scheme for multi-user PLC communications up to 100 MHz was proposed. PLC up to 100 MHz was discussed also in [3], where it was shown that multicarrier modulation schemes allow for single-input single-output PLC communications up to 1 Gbps. New standards have exploited the benefit provided by the extension of the signalling bandwidth, and they currently enable communications up to 86 MHz (HomePlug AV2).

Further performance improvements can be obtained by signalling beyond 100 MHz. In this respect, a first attempt was presented in [4], where the PLC channel up to 1 GHz was studied both in time and frequency. The work is based on the measurement results on a test bed power line network and it does not provide results for real-life scenarios. Commercial devices were also developed for PLC communications up to 300 MHz [5]. They are based on the MediaXtream solution that is compliant with HomePlug AV in the 2-28 MHz frequency range, and it exploits the 50 - 300 MHz frequency range to improve the data rate. As a result, the maximum data rate approaches 1 Gbps.

In this work, we characterize, from measurements, the PLC channel in the extended frequency range 2 - 300 MHz. We carried out a measurement campaign in Italy, where we collected more than 1300 channel responses in different premises. Some of the results of the measurement campaign were already reported in [6] for the limited frequency range up to 100 MHz.

We provide a time-invariant analysis of the measured data. In this respect, we note that the PLC channel is commonly referred to be linear and periodically time-variant (LPTV), as described in [7]. However, from our experimental observations, we found that the time-dependence is not pronounced in the measurement sites that we considered. Namely, the variation of the channel frequency response (CFR) during the mains period is limited to few dBs.

The work is divided in three parts. Firstly, we characterize the statistics of the CFR both in amplitude and phase, and we compute the maximum achievable rate under the assumption of additive colored Gaussian noise. We measured the power spectral density (PSD) in one of the premises.

Then, we focus on the line impedance. Basically, the line impedance is the load that is seen by the transmitter. In the literature, most of the effort was spent to characterize the narrowband frequency range, i.e., below 500 kHz, where the line impedance exhibits very low values, with peaks that rarely exceed 60 Ω [8]. In the broadband frequency range, the variation in frequency is more pronounced and the line impedance may vary from few to thousands of Ohms. From measurements, we characterize the real and the imaginary part of the line impedance as a function of the frequency in the 2 - 300 MHz frequency band. The analysis is provided in statistical terms.

Finally, we study the relation between the line impedance and the CFR. In [8], a similar analysis was provided for the 50-500 kHz frequency range. However, at the best of our knowledge, the joint characterization of the quantities has never been presented for the broadband frequency range.

The structure of the paper is as follows. In Section II, we provide details on the measurement campaign. In Section III, IV and V we characterize the CFR, the line impedance, and the relation between the two quantities, respectively. Finally, some conclusions follow.

II. MEASUREMENT CAMPAIGN

We performed measurements in three Italian premises that are representative of small flats and detached houses of the urban and suburban scenario. For each site, we assessed the channel between all the couples of outlets were no loads where
connected. We note that we did not remove the appliances that were already connected.

We performed measurements in the frequency domain. Basically, we acquired the scattering parameters (s-parameters) with a vector network analyzer (VNA). We let the transmit power be 10 dBm and, for each channel measure, we averaged 16 acquisitions to obtain the actual s-parameters. From experimental evidences, we observed that 16 acquisitions were sufficient to cope with noise and to provide an average characterization of the channel. We connected the VNA to the network through coaxial cables and broadband couplers. Couplers protect the equipment from the mains and they show an attenuation of 50 dB at the mains frequency, lower than 5 dB up to 100 MHz, and between 5 and 10 dB from 100 to 300 MHz. The measures are reliable for channel responses having attenuation up to 100 dB.

We calibrated the VNA when only the cables were connected and we removed the effect of the couplers by exploiting the chain rule of the ABCD matrices. To this aim, we characterized the couplers in terms of ABCD matrices. The procedure proved to be the most reliable.

The final result is the $2 \times 2$ s-parameter matrix $S(f)$ of the measured channel. From $S(f)$, we obtain the CFR and the line impedance. We define the CFR as the ratio between the voltage at the receiver port and the voltage at the transmitter port. Further, we define the line impedance as the ratio between the voltage and the current at the transmitter port. We denote the CFR and the line impedance with $H(f)$ and $Z(f)$, respectively. The CFR from the transmitter to the receiver port is not identical to that on the opposite direction [9]. Of course, the symmetry holds for the ratio between the voltage at the receiver port and the source voltage, under the assumption that the load impedance and the source internal impedance are equal in value. We collected more than 1300 CFRs and line impedances. In the following, we identify the $m$-th link with the apix $\{\cdot\}^{(m)}$, where $m = 1, \ldots, M$ and $M = 1312$.

The VNA acquires a finite number of samples. Therefore, we use a discrete-frequency representation. The resolution in frequency $\Delta f$ is equal to 187.5 kHz. Furthermore, the start and the stop frequency are equal to $f_1 = N_1\Delta f = 2.06$ MHz and $f_2 = N_2\Delta f = 300$ MHz, respectively. From now on, we use the compact notation $n = N_1, \ldots, N_2$ to indicate the $n$-th frequency sample, i.e., $f = n\Delta f$.

III. CHANNEL FREQUENCY RESPONSE

Firstly, we study the statistics of the amplitude of the CFR. From measurements, we compute the probability density function (PDF) of $L(n) = 10\log_{10} |H(n)|^2$. In the following, we refer to $L(n)$ as path loss and we approximate the PDF of $L(n)$ with the histogram of the values obtained from measurements. In Fig. 1, we show the results. The PDF is a function of the frequency and it is well-confined in a range of 40 dB. We denote with $M_L(n)$ the path loss value that corresponds to the highest PDF value at the $n$-th frequency sample. From measurements, we have found that $M_L(n)$ is well fitted by the following relation

$$M_L(n) = 3.91 \cdot 10^{-6} n^2 - 0.03 n - 42.0311 \ [dB],$$

(1)

where $n = N_1, \ldots, N_2$. From the PDF, we compute the probability that $L(n)$ is lower than or equal to -40, -60 and -80 dB. In Fig. 2, we show the results. Beyond 100 MHz, the attenuation is greater than 40 dB in more than 80% of the cases. However, the noise PSD is lower as well. It follows that signalling above 100 MHz turns into an achievable rate improvement, as shown in Section III-A.

Now, we investigate the normality of $L(n)$. In the literature, it has been said that the PLC channel is affected by shadow fading. The shadow fading implies a normal distribution of the path loss. In this respect, we perform the Jarque-Bera, Lilliefors and Kolmogorov-Smirnov tests to verify the normality of the measured path losses. In Fig. 3, we show the
Fig. 3. Results of the normality tests for the path loss.

results. Basically, in Fig. 3a, we report the frequencies where the null hypothesis is accepted or rejected. When the null-hypothesis is accepted the tests confirm the normality of the measured distribution. In Fig. 3b, we show the correspondent p-value. The higher the p-value, the higher the probability that the measured distribution is normal and deviations are amenable to random errors.

Tests do not strictly confirm the normality. In detail, the Kolmogorov-Smirnov rejects always the null hypothesis, and Jarque-Bera and Lilliefors tests highlight a normal behavior only for few frequency samples below 25 MHz. Deviations from normality are due to the tails of the measured distribution.

To quantify deviations, we study the kurtosis and the skewness of the measured distribution. A similar analysis was previously reported in [10] for the frequency range up to 30 MHz. In Fig. 4a, we show the kurtosis, that is defined as follows

$$K(n) = \frac{E_m[(L^m(n) - \mu_L(n))^4]}{\sigma^4_L(n)}, \quad (2)$$

where $E_m[\cdot]$ denotes the average in $m$, and $\mu_L(n)$ and $\sigma_L(n)$ are the mean and the standard deviation of $L(n)$, respectively. The kurtosis is a scalar metric that is representative of the shape of the measured distribution. The kurtosis of the normal distribution is 3. From Fig. 4a, we note that the kurtosis of the measured path loss is close to 3 for most of frequencies. Therefore, the kurtosis of the measured distribution is not significantly different from the normal one. In Fig. 4b, we show the skewness. Similarly to the kurtosis, the skewness is defined as follows

$$S(n) = \frac{E_m[(L^m(n) - \mu_L(n))^3]}{\sigma^3_L(n)}, \quad (3)$$

and it describes the symmetry of the distribution $L(n)$. When $S(n)$ is zero, the distribution is symmetric. From Fig. 4b, we note that the measured distribution is not symmetric because the skewness is larger than 0 for most of frequencies.

Fig. 4. Statistical characterization of the path loss. On top, the kurtosis. On bottom, the skewness.

We compared the measured distribution to other well-known distributions. From the comparison, the normal distribution provides the best matching. Therefore, the normal distribution is still the best fit, though it is not strictly confirmed by the statistical tests.

Now, we study the statistics of the phase $\phi(m)(n) = \angle H^m(n)$. The phase of the measured channels can be modelled as a uniformly distributed random variable in $(-\pi, \pi)$. In Fig. 5, we report the mean and the variance of the phase. As it can be noted, the mean and variance of the measured phase are close to the theoretical mean and variance of a uniformly distributed random variable in $(-\pi, \pi)$ (red dashed lines).

A. Achievable Rate Improvement

We aim to investigate the improvement provided by the extension of the signalling band up to 300 MHz. We focus on the achievable rate. We assume the transmitted signal to be normally distributed and the transmission to be affected by
additive colored Gaussian noise. We neglect the impact of the impulsive noise. The achievable rate reads as follows
\[ C^{(m)} = \Delta f \sum_{n=N_1}^{N_2} \log_2 \left(1 + \frac{|H^{(m)}(n)|^2 P_{tx}(n)}{P_w(n)} \right) \text{ [bps]}, \]
where \( P_{tx}(n) \) and \( P_w(n) \) are the PSD of the transmitted signal and the noise, respectively. We let \( P_{tx}(n) = 10^{-5} \text{ mW/Hz} \) up to 30 MHz, and \( 10^{-6} \text{ mW/Hz} \) otherwise. The latter value enables satisfying CISPR requirements on radiated emissions [11]. Concerning the noise, we model \( P_w(n) \) according to measurements. With a spectrum analyzer, we acquired the PSD of the background noise in one of the measurement sites. In Fig. 6, we show the measured PSD profile in dBm/Hz. Basically, we experienced a noise floor of -155 dBm/Hz and several narrowband noise interferences. FM broadcast radios are the dominant ones. They increase the noise PSD of up to 25 dB. However, other narrowband interferences are present. In Fig. 6, we also describe the possible interference sources that lead to noise spikes, according to the Italian regulations on spectrum allocation.

We consider three different transmission bands, namely, 2-30 MHz, 2-86 MHz, and 2-300 MHz, and we denote them with \( B_1 \), \( B_2 \) and \( B_3 \), respectively. We remark that 86 MHz is the stop transmission frequency of HomePlug AV2 [1]. In Fig. 7, we show the complementary cumulative distribution function (C-CDF) of the achievable rate for all the three cases. We limit the plot to the values of the C-CDF that are greater than 0.5. In 80% of the cases, the achievable rate is greater than 456 Mbps, 793 Mbps, and 1.16 Gbps for transmissions in \( B_1 \), \( B_2 \) and \( B_3 \), respectively. We note that these values are quite high, as a consequence of the low level of the noise PSD that we measured and that is approximately -155 dBm/Hz except for the bands impaired by narrowband interferers. In Tab. I, we report the mean, average and maximum value of \( C \) for three transmission bands. Interestingly, the average increase of the achievable rate is not proportional to the increase of the transmission bandwidth. In this respect, we compute the average spectral efficiency \( \eta \). We define the average spectral efficiency as the ratio between the average value of \( C \) and the correspondent transmission bandwidth. From \( B_1 \) to \( B_2 \) and \( B_3 \) the spectral efficiency decreases by a factor 2/3 and 1/3, respectively.

We now carry out a statistical analysis of both the real and the imaginary part of the line impedance. We denote the real (resistive) and imaginary (reactive) component of the line impedance at \( n \)-th frequency sample with \( R(n) \) and \( X(n) \), respectively. In Fig. 8, we show the PDF of \( R(n) \) and \( X(n) \) as a function of the frequency. Basically, we compute the PDF as the histogram of the measured values of the line impedance. On the \( x \)-axis, we report the frequency values, on the \( y \)-axis, we report the resistive (Fig. 8a) and reactive (Fig. 8b) component values. White-colored areas indicate zero-probability regions. For clarity, we magnify the plot to the areas that correspond to the higher probability values. Concerning the resistive component, we note that, it is more spread in the lower frequency range and, beyond 150 MHz, the high-probability area is concentrated below 40 \( \Omega \). Indeed, the PDF of the reactive component is well-confined in the positive-value region between 0 and 100 \( \Omega \). Further, it shows

![Fig. 6. PSD of the measured background noise. The noise disturbances above -150 dBm/Hz are also described.](image)

![Fig. 7. Complementary cumulative distribution function of the achievable rate for three different transmission bands.](image)

<table>
<thead>
<tr>
<th>Band (MHz)</th>
<th>( \min{\Omega} ) (Mbps)</th>
<th>( \text{mean}{\Omega} ) (Mbps)</th>
<th>( \max{\Omega} ) (Mbps)</th>
<th>( \eta ) (bps/Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 - 30</td>
<td>327</td>
<td>555</td>
<td>0.89</td>
<td>19.8</td>
</tr>
<tr>
<td>2 - 86</td>
<td>522</td>
<td>1062</td>
<td>2.08</td>
<td>12.6</td>
</tr>
<tr>
<td>2 - 300</td>
<td>551</td>
<td>1930</td>
<td>6.13</td>
<td>6.5</td>
</tr>
</tbody>
</table>
where $\Lambda = R, X$, $\alpha = 10, 50, 90$ and $n = N_1, \ldots, N_2$. In Table II, we collect the values of the constant coefficients $a_{\Lambda, \alpha}$, $b_{\Lambda, \alpha}$ and $c_{\Lambda, \alpha}$. For clarity, we also show the quadratic fitting profiles in Fig. 9. The analytical expression in (5) is useful to quantify both the compression of $R(n)$ toward the lower values in the higher frequency range and the frequency-increasing behavior of $X(n)$.

Finally, we study the correlation between the resistive and the reactive component of the line impedance. In Fig. 10, we show the scatter plot of the samples $(X^{(m)}(n), R^{(m)}(n))$, where $n = N_1, \ldots, N_2$ and $m = 1, \ldots, M$. We use the logarithmic scale for the resistive component in order to characterize with high accuracy the range of lower values, i.e., below 10 $\Omega$. Interestingly, we note the followings. First, the resistance is upper-limited to 3.4 $k\Omega$ and the reactance ranges between 1.9 and -1.7 $k\Omega$. Second, high reactive values correspond to high resistive values. Third, when the resistive component is low, say, below the unit, the reactance is positive and approximately equal to 121 $\Omega$.

![Fig. 8. PDF of the resistive (on top) and reactive (on bottom) component of the measured line impedances.](image)

![Fig. 9. Quantiles of the resistive (on top) and reactive (on bottom) component of the line impedance. Three probability values are considered, i.e., 10, 50 and 90%, and the quadratic fit is also shown (dashed lines).](image)

### Table II

<table>
<thead>
<tr>
<th>$\Lambda$</th>
<th>$\alpha$</th>
<th>$a_{\Lambda, \alpha}$ ($\Omega$)</th>
<th>$b_{\Lambda, \alpha}$ ($\Omega$)</th>
<th>$c_{\Lambda, \alpha}$ ($\Omega$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>-1.524086e-005</td>
<td>0.0173875</td>
<td>10.6255</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>-1.24862e-005</td>
<td>-0.007603</td>
<td>54.497</td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>4.229086e-005</td>
<td>-0.194246</td>
<td>204.808</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>-7.7903e-005</td>
<td>0.194246</td>
<td>-83.0237</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>-4.03536e-005</td>
<td>0.099447</td>
<td>54.497</td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>-1.16296e-005</td>
<td>0.0486885</td>
<td>140.98</td>
<td></td>
</tr>
</tbody>
</table>

V. CONNECTIONS BETWEEN THE LINE IMPEDANCE AND THE PATH LOSS

In Fig. 11, we show the scatter plot of both the resistive and the reactive component of the line impedance as a function of the path loss, i.e., $(L^{(m)}(n), R^{(m)}(n))$ and $(L^{(m)}(n), X^{(m)}(n))$, where $N_1 \leq n \leq N_2$ and $m = 1, \ldots, M$.

We identify a high-density area to which 98% of the measured samples belong. From the experimental evidence, we shape the border of the high-density area as an ellipse that we describe as follows

$$\frac{(\ell - m_\ell)^2}{u^2} + \frac{(z - m_z)^2}{w^2} = 1,$$

where $\ell$ and $z$ are the path loss, and the line impedance component, respectively, and all other terms are constant coefficients. We model $m_\ell$ as the expected value of the measured path loss samples, i.e., $m_\ell = E_{m,n}[L^{(m)}(n)] = -57.58$ dB, where $E_{m,n}[:]$ denotes the average in $m$ and $n$. Now, we focus on the resistance. For the resistance, $z = \log_{10}(R)$, $m_z = E_{m,n}[\log_{10}(R^{(m)}(n))] = 1.44$, and the values of the remaining constant coefficients that describe the high-density area are $u = 54.05$ and $w = 1.54$. Finally, for the reactance, $z = X$, $m_x = E_{m,n}[X^{(m)}(n)] = 66.73$, $u = 54.05$, and
\[ w = 245.58. \] Again, we use the logarithmic scale for the resistance to magnify the range of lower value.

VI. CONCLUSIONS

We have presented the statistical characterization of the PLC channel from the results of an experimental measurement campaign that we have performed in Italy, where we have collected more than 1300 channel responses.

Firstly, we have studied the channel frequency response (CFR). We have focused on the amplitude in dB, namely, the path loss. We have performed several normality tests and we have investigated the kurtosis and the skewness. Results do not confirm the normality of the path loss, though the normal distribution is the best fit. Concerning the phase, we have found that it is uniformly distributed, and we have reported its mean and variance as a function of the frequency. Furthermore, we have inferred the performance improvement provided by the band extension. We have presented the results in terms of achievable rate for a measured noise profile. We have shown that the achievable rate increases, but the spectral efficiency, i.e., the bitrate per unit frequency, decreases significantly.

Then, we have addressed the statistics of both the real (resistive) and the imaginary (reactive) component of the line impedance. Basically, we have noted the following. First, the resistive component is compressed toward the lower values in the higher frequency range. Second, for most of the frequencies, the reactive component is positive and frequency increasing. Therefore, the measured channels exhibit an inductive-like behavior. Furthermore, we have investigated the relation between the components, and we have found that low resistive values correspond to low reactive values.

Finally, we have studied the relation between the line impedance components and the path loss. No simple relation has been found. Rather, we have identified high-probability regions.
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