A Top-Down Random Generator for the In-Home PLC Channel
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Abstract—We propose a random channel generator for in-home power line communications (PLC). We follow a statistical top-down approach and we model the multipath propagation effects of the PLC channel in the frequency domain. Then, we introduce the variability into the model, i.e., we let the parameters associated to the reflections be random, according to a certain statistics. Finally, we fit the model to the experimental data. We target the average path loss and root-mean-square (RMS) delay spread of the measured channels. According to this methodology, we show that the randomly generated channels are in good agreement with the experimental ones in terms of the main metrics.

I. INTRODUCTION

Power line communications aims to deliver high-speed data content by exploiting the existent power delivery infrastructure. In the in-home scenario, where the power delivery network is widespread, PLC is able to overcome the range limitations of wireless networks ensuring high speed communications, namely, up to 200 Mbps [1].

A lot of research activity has been done in PLC channel modeling. However, no reference model has been provided yet. In this respect, two approaches are followed. The first is referred to as bottom-up approach. The bottom-up approach exploits the transmission line theory to compute the channel response between the transmitter and the receiver. It ensures strong connections with the reality since it uses all the topological information, but it is quite computationally expensive if applied to real PLC networks. Bottom-up models have been reported in [2], [3] and [4].

The second approach is commonly referred to as top-down. Basically, according to the top-down approach, the channel response is obtained by fitting a certain parametric function with measured data. Both the top-down and bottom-up approaches admit a statistical extension that allow for the random channel generation. Bottom-up random channel generators have been presented in [5], and more recently in [6] - [7]. Top-down random channel generators have been proposed in [8] - [9].

Furthermore, a comparison of the performance of different PLC channel generation algorithms has been done in [10].

In this work, we present a top-down random channel generator that has been partially described in [11] - [12]. We start from the multipath propagation model. We derive an analytical expression of the channel frequency response that models the reflections in two-conductor transmission lines. Then, by letting some parameters be random according to a given statistics, we obtain a top-down random channel generator. We fit the model to the experimental data. In detail, we propose to target the average path loss and RMS delay spread of the measured data. Then, we study the statistics of the RMS delay spread, the average channel gain (ACG) and the coherence bandwidth of the simulated channels.

The work is organized as follows. In Section II, we derive the top-down random channel generator. We discuss the multipath propagation model and we present its statistical extension. In Section III, we provide some details of the fitting procedure. Then, in Section IV, we show the numerical results which validate the simulation approach that we have followed. Finally, the conclusions are reported in Section V.

II. MODEL DESCRIPTION

We now present the top-down random PLC channel generator. We assume the channel to be linear time-invariant. We firstly model the multipath effects and we provide an analytical expression of the PLC channel frequency response. Then, we simplify the general expression and finally we describe the statistics of the random parameters.

A. Deterministic Frequency Response Model

We consider the propagation of a signal over a two-conductor transmission line. We assume the line to be surrounded by a homogeneous dielectric, and the transversal dimension of the overall cable structure to be relatively small w.r.t. the transmission signal wavelength in the range of frequencies that we consider. Therefore, we make the transverse electromagnetic (TEM) or quasi-TEM mode assumption. We point out that the previous assumptions make the propagation problem treatable, though they simplify the reality.
We use the phasor representation for the electrical quantities. We refer to \( V_{tx}(f) \) and \( V_{rx}(f) \) as the voltage phasor vector at the transmitter and the receiver node, where \( f \) denotes the frequency.

Now, power line networks are characterized by the presence of branches and unmatched loads that can be modelled as line discontinuities. In correspondence of a line discontinuity, the signal is partially reflected toward the transmitter and it is partially transmitted over the discontinuity. Therefore, the discontinuity is characterized by a reflection coefficient \( \rho(f) \) and a transmission coefficient \( \tau(f) \). In the presence of multiple discontinuities, several copies of the transmitted signal propagate through the line toward the receiver. Each copy encounters different reflections and thus it follows a different path. Therefore, at the receiver side the signal can be written as the sum of \( N \) copies of the transmitted signal, i.e., [13]

\[
V_{rx}(f) = \sum_{i=1}^{N} \left( \prod_{k=1}^{R_i} \rho_k(f) \prod_{l=1}^{T_i} \tau_l(f) \right) e^{-\gamma(f)\ell_i} V_{tx}(f),
\]

where \( R_i, T_i, \ell_i \) are the number of reflection coefficients, the number of transmission coefficients, and the length of the \( i \)-th path, respectively, while \( \gamma(f) \) is the propagation constant of the line. In general, the propagation constant is complex and it is given by the sum of the attenuation constant \( \alpha(f) \) and the phase constant \( \beta(f) \), i.e., \( \gamma(f) = \alpha(f) + j\beta(f) \). Furthermore, we refer to the product of reflection and transmission coefficients of the \( i \)-th path as the path gain \( p_i(f) \).

We denote with \( H(f) = V_{rx}(f)/V_{tx}(f) \) the ratio between the phasor of the received signal and the phasor of the transmitted signal. Finally, we point out that \( H(f) \) is equal to the channel frequency response (insertion loss). Therefore, it follows that [14]

\[
H(f) = \sum_{i=1}^{N} p_i(f) e^{-(\alpha(f)+j\beta(f))\ell_i} \quad 0 \leq B_1 \leq f \leq B_2,
\]

where \( B_1 \) and \( B_2 \) determine the considered frequency band.

From now on, we focus on the analytic signal and thus we express the insertion loss in terms of Fourier transform.

### B. Simplified Model

According to the experimental evidences, we herein simplify the general expression of the insertion loss provided in (2). We firstly focus on the path gains. The path gains are given by the product of multiple reflection and transmission coefficients. The transmission and reflection coefficients are always smaller than one in absolute value. We further assume them to be real-valued. Moreover, we propose to exploit the frequency dependence of the path gains as follows

\[
p_i(f) = g_i + c_i f^{K_2},
\]

where \( g_i, c_i \) and \( K_2 \) do not depend on the frequency. We note that the frequency dependence for the path gains can be neglected by simply letting \( c_i = 0 \).

Now, we focus on the propagation constant. Powerline cables are not ideal transmission lines. They introduce losses that can be taken into account by the attenuation constant \( \alpha(f) \). We model the attenuation constant as follows [14]

\[
\alpha(f) = \alpha_0 + \alpha_1 f^K,
\]

where \( \alpha_0, \alpha_1 \) and \( K \) are constant coefficients that depend on the characteristics of the power line cable. Conversely, we neglect non ideality in the definition of the phase constant. Hence, we model \( \beta(f) \) as

\[
\beta(f) = \frac{2\pi f}{\nu},
\]

where \( \nu = c/\varepsilon_r \) is the propagation speed of the transmission line, \( c \) is the speed of the light in the vacuum, and \( \varepsilon_r \) is the relative dielectric constant of the insulator surrounding the conductors. We choose a value of the dielectric constant that models the non-uniform mixture of air and plastic that constitutes the dielectric in real networks. In detail, we set \( \varepsilon_r = 1.5 \), and thus \( \nu = 2 \cdot 10^8 m/s \). Finally we focus on the number of paths \( N \). The number of paths is in general infinite. However, the reflection and the transmission coefficients are smaller than one in absolute value. It follows that the path gains converge to 0 as the number of reflections increase. In this respect, we neglect paths characterized by small path gains and we limit the sum in (2) to the finite number of paths \( N_p \).

### C. Statistical Extension of the Model

The simplified expression derived in the previous section allows for the generation of a given insertion loss once the parameters have been specified. In general, the values of the parameters are obtained from the fitting of the measured data. This approach is commonly referred to as deterministic top-down.

We extend the deterministic top-down approach in statistical terms by introducing the variability into the parameters. We proceed as follows. We let the path gains, the path lengths and the number of paths be random variables. Then, we define their statistics. We firstly focus on the path gains. For \( f \in [B_1, B_2] \), we model the reflection and the transmission coefficients as the product of a random sign flip \( \xi \in \{-1, 1\} \) and a uniform distributed random variable \( u \sim U(0, 1) \). Note that \( 0 < u \leq 1 \), and thus we do not consider reflection or transmission coefficients equal to 0. We further assume \( \xi \) and \( u \) to be independent. It follows that the path gains are the product of random sign flips and uniformly distributed random variables. Since the product of uniformly distributed random variables tends to the log-normality, we model both \( g_i \) and \( c_i \) as a log-normal variable multiplied by a random sign flip. We assume \( g_i \) and \( c_i \) to be independent. We point out that due to the sign flip, \( g_i \) and \( c_i \) have zero mean, and we indicate their variances with \( \sigma_g^2 \) and \( \sigma_c^2 \), respectively. Without any loss of generality, we assume \( \sigma_g^2 = 1 \) and we multiply (2) by a constant factor \( A \) that allows for gain adjustments.

We assume the path lengths to be uniformly distributed in \([0, L_{\text{max}}]\) and the number of paths to be distributed as a
Poisson variable with mean $\Lambda L_{\text{max}}$. We note that the model corresponds to a Poisson process with intensity $\Lambda$ (paths/m) in the interval of length $L_{\text{max}}$, where the paths are the arrivals of the process. We point out that this model is not strictly amenable to experimental observations. However, it ensures that the resulting insertion loss statistically fits the reality, as it will be shown. Furthermore, it provides an analytical expression of the path loss which is used in the fitting process (see Section IV). We condition $N_p$ to be at least one. Therefore, the probability mass function of $N_p$ is given by

$$P(N_p = k|N_p > 0) = \frac{(\Lambda L_{\text{max}})^k}{k!} e^{-\Lambda L_{\text{max}}} \bigg(1 - e^{-\Lambda L_{\text{max}}}\bigg)^{k-1}$$

where $k \geq 1$. We assume all the other parameters in (2) to be constant. In the next section, we detail how to extract their value from the measured data. Finally, the complete expression of the insertion loss is

$$H(f) = A \sum_{i=1}^{N_p} \left(g_i + c_i f^{K_2}\right) e^{-\left(\alpha_0 + \alpha_1 f^K\right)\ell_i} e^{-j \frac{2\pi f L_i}{c}}. \quad (7)$$

Under certain assumptions, it is possible to obtain the complex impulse response of the channel in a closed expression. In detail, by letting $c_k = 0 \forall k$, and $K = 1$, from (7) we obtain

$$h(t) = A \sum_{i=1}^{N_p} \sum_{k=1}^{2} g_k e^{-\alpha_0 \ell_i} (-1)^{k-1} e^\left\{j \left[-\frac{\ell_i}{\nu} + \frac{\ell_i}{c} + \frac{\ell_i}{c}\right]\right\} \omega_k \frac{\alpha_1 \ell_i + j 2\pi \left(\frac{f}{c} \ell_i - t\right)}{\alpha_1 \ell_i + j 2\pi \left(\frac{f}{c} \ell_i - t\right)}, \quad (8)$$

where $\omega_k = 2\pi B_k$ and $t \geq 0$. When the assumptions are no longer valid, the complex impulse response has to be computed by means of inverse discrete Fourier transform (IDFT).

Now, we study the statistics of the insertion loss. We define the statistical power of the insertion loss as $P(f) = E \left[H(f) H^*(f)\right]$, where the superscript $\{\cdot\}^*$ denotes the complex conjugate, and $E \left[\cdot\right]$ denotes the expectation w.r.t. the random parameters, i.e., the path gains, the path lengths and the number of paths. In the following, we refer to $P(f)$ as the path loss. According to the statistical distributions of the parameters, and from (7), we obtain

$$P(f) = |A|^2 \frac{\Lambda \left(1 + \beta_0 f^{2K_2}\right)}{(1 - e^{-\Lambda L_{\text{max}}})} e^{-2(\alpha_0 + \alpha_1 f^K) L_{\text{max}}} \frac{1 - e^{-2(\alpha_0 + \alpha_1 f^K) L_{\text{max}}}}{2(\alpha_0 + \alpha_1 f^K)}. \quad (9)$$

### III. FITTING OF REAL CHANNELS

We aim to find the values of the constant parameters in (7). According to the deterministic top-down approach, we propose to fit a set of measured channels. We proceed as follows. We compute the average path loss of the measured channels. Then, we find the set of values of the parameters in (7) that ensures the minimum mean squared error between the average path loss of the measured channels and the analytical path loss in (9). We further constraint the minimization to target the mean delay spread of the measured channels. We define the delay spread in Section IV. Once the constant parameters have been obtained, we are able to generate channel responses that show, on average, the same statistics of the measured set. With this method, we show that the convergence is not only provided in terms of the mean value of the delay spread and the path loss. Rather, it also applies to the complete statistical distribution of the delay spread and the average channel gain, and to the mean value of the coherence bandwidth, as it will be shown in the next section.

### IV. NUMERICAL RESULTS

We firstly find the values of the simulator parameters starting from a set of measured data. Then, we study the statistics of the simulated channels in terms of the main metrics. We focus on the results of the large measurement campaign in [8], [15]. In [8], in-home PLC channels have been partitioned into nine classes. The classification has been made in terms of channel capacity, and the capacity has been computed under the assumption of additive white Gaussian background noise. We point out that the noise in PLC is not white. However, the classification allows to sort the channels according to their frequency behaviour. Each channel class is characterized by an average channel capacity, and further it shows its own statistics in terms of path loss, delay spread, and coherence bandwidth. The mean value of these metrics has been provided for all the nine classes in [16].

To prove the validity of the simulation approach, we focus on three of the nine classes, e.g., class 1, class 5 and class 9, in the $2 - 100$ MHz frequency band. Therefore, $B_1 = 2$ MHz, and $B_2 = 100$ MHz. We fit the experimental data according to the method of Section III and the results in [8], [16]. Hence, we report the optimal value of the parameters in Tab. I. In Fig. 1, we compare the target path loss obtained from experimental data (Target) to the simulated one (Fit). The target profile is the result of fitting with sinusoidal or exponential functions the mean path loss of measured channels [8]. A simulated channel realization is also shown for each class. We highlight the close matching between the target and the fitted path loss, which proves the fitting accuracy.
Now, we focus on the statistical metrics. We generate 1000 channel realizations of each channel class. Then, we compute the RMS delay spread, the average channel gain and the coherence bandwidth of each channel realization. We firstly study the RMS delay spread. The RMS delay spread accounts for the energy spread of the channel impulse response. It is computed starting from the real channel impulse response $g(t) = 2\text{Re}\{h(t)\}$, and the power delay profile

$$P(t) = \frac{|g(t)|^2}{\int_0^{\infty} |g(\tau)|^2 d\tau}$$

as follows

$$\sigma_{\text{RMS}} = \sqrt{\int_0^{\infty} (\tau - m_\tau)^2 P(\tau) d\tau}$$

where $m_\tau = \int_0^{\infty} \tau P(\tau) d\tau$ is the mean delay. We compute the real channel impulse response by means of IDFT from (7). Furthermore, we truncate the impulse response at $5.56 \mu s$ in order to reduce the side-lobe effect.

In Table II, we compare the simulated and the experimental average delay spread of each class, namely, $\sigma_{\text{RMS}}$. Again, the close matching proves the accuracy of the fitting process. We further investigate the distribution of the RMS delay spread. To this aim, we define the normalized logarithmic delay spread as $\sigma_{\text{norm}} = \log (\sigma_{\text{RMS}}/1 \mu s)$. In Fig. 2a, we compare the quantiles of $\sigma_{\text{norm}}$ to the quantiles of the standard normal distribution for all the channel classes. We have found that in all cases the samples lie on the robust linear fit line. Hence, $\sigma_{\text{norm}}$ is normally distributed with good approximation, and thus, $\sigma_{\text{RMS}}$ is log-normally distributed. This result is in accordance with the experimental evidence [9]. Furthermore, we point out that it does not depend on the fitting procedure, since the procedure targets only the average value of RMS delay spread.

Now, we address the statistics of the average channel gain. We focus on the $dB$ version of the ACG, that is defined as follows

$$G = 10 \log_{10} \left( \frac{1}{B_2 - B_1} \int_{B_1}^{B_2} |H(f)|^2 df \right) \text{ (dB)}.$$  

We compute the ACG of all the generated channels. Then, in Table II, we report the mean value for each class, namely $\overline{G}$, while in Fig. 2b we compare the quantiles of $G$ to the standard normal quantiles. In accordance with the experimental evidence [9], we have found that the simulated $G$ is normally distributed with good approximation for all classes. We further investigate the relation between the RMS delay spread and the ACG. In Fig. 3, we show the scatter plot of the RMS delay spread versus the ACG of the channel realizations of all three classes and we address the robust fit. We have found that the ACG and the RMS delay spread are negatively correlated on average, and the slope of the robust regression fit is $-0.048 \mu s/\text{dB}$. This result is in good agreement with the literature [9]. Clearly, to catch the entire variability of in-home channels, all nine classes should be considered together with their occurrence probability.

Finally, we study the coherence bandwidth. To this aim, we define the correlation function of the frequency response as

$$R(\lambda) = \int_{-\infty}^{\infty} H(f) H^*(f + \lambda) df.$$  

We note that the correlation function is maximum for $\lambda = 0$. Then, we define the coherence bandwidth of the channel at the level $\varphi \in (0, 1)$ as the frequency $B^\varphi$ for which the absolute value of the correlation function falls to a value $\varphi$ times its maximum, i.e.,

$$B^\varphi = \lambda \text{ s.t. } |R(\lambda)| = \varphi |R(0)|$$

<table>
<thead>
<tr>
<th>Parameter (unit)</th>
<th>Class 1</th>
<th>Class 5</th>
<th>Class 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length ( m )</td>
<td>580</td>
<td>280</td>
<td>130</td>
</tr>
<tr>
<td>Average path ( m )</td>
<td>0.2</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>( \alpha_0 ) ( m^{-1} )</td>
<td>-0.0064</td>
<td>-0.0179</td>
<td>-0.0234</td>
</tr>
<tr>
<td>( \alpha_1 ) ( s \cdot m^{-1} )</td>
<td>9.9240e-7</td>
<td>1.9962e-5</td>
<td>2.4875e-20</td>
</tr>
<tr>
<td>( K )</td>
<td>2.9843</td>
<td>0.3654</td>
<td>2.2005</td>
</tr>
<tr>
<td>( K_2 )</td>
<td>0.4039</td>
<td>-</td>
<td>0.3415</td>
</tr>
<tr>
<td>( A )</td>
<td>2.1763e-5</td>
<td>0.0016</td>
<td>0.0108</td>
</tr>
<tr>
<td>( b_0^\varphi )</td>
<td>1.44e-6</td>
<td>0</td>
<td>2.25e-6</td>
</tr>
</tbody>
</table>

TABLE I
PARAMETERS FOR CLASSES 1, 5 AND 9 [15],[16].

<table>
<thead>
<tr>
<th>Class</th>
<th>Measured ( \sigma_{\text{RMS}} ) ( \mu s )</th>
<th>Simulated ( \overline{G} ) ( dB )</th>
<th>Simulated ( B^\varphi ) ( kHz )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.31</td>
<td>0.43</td>
<td>-53.7</td>
</tr>
<tr>
<td>5</td>
<td>0.32</td>
<td>0.29</td>
<td>-30.5</td>
</tr>
<tr>
<td>9</td>
<td>0.04</td>
<td>0.10</td>
<td>-8.8</td>
</tr>
</tbody>
</table>

TABLE II
MEAN VALUES OF THE METRICS FOR CLASSES 1, 5, 9 [15],[16].
We set $\varphi = 0.9$ and we compute $B_c^{0.9}$ for all channel realizations. In Table II, we report the average value of the coherence bandwidth for each channel class, i.e., $B_c^{0.9}$. Further, we investigate the relation between the coherence bandwidth and the RMS delay spread. In Fig. 4, we show the scatter plot of the coherence bandwidth versus the RMS delay spread of all the channel realizations. The best fit is given by the hyperbolic curve that reads $B_c^{0.9} = 0.084/\sigma_{\mathrm{RMS}}$. This relation is not far from the one obtained from the measured data [16]. Again, this proves the validity of the top-down statistical approach that we propose.

V. CONCLUSIONS

We have presented a top-down statistical approach that allows for the random channel generation. We have firstly described the multipath propagation model. Then, we have simplified the model and we have introduced the variability into a restricted set of parameters. Finally, we have proposed to fit the model to a set of measured data. To this aim, we focused on the average path loss and the RMS delay spread. The validity of this approach has also been shown. In detail, we have fitted three sets of measured channels for which the values of the main metrics are available in the literature. We have shown that simulated channels have the same path loss and delay spread, on average, of the measured channels. This validates the fitting process. Further, we have studied the statistics of the delay spread, the average channel gain and the coherence bandwidth of the generated channels. We have found strong connections with the experimental data. We point out that this aspect is not strictly due to the fitting process. Rather, it proves that the analytical expression that we have proposed for the random channel generation, is effectively able to model the nature of the PLC channels.

REFERENCES